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Since the 1990’ prominent inventions of the nearest neighbour algorithm and back-propagation for
neural networks machine learning became ubiquitous, though often invisible, in everyday life. Machine-
learning based applications range from speech generation to self-driving cars.

Some algorithms are fairly easy to understand, e.g. Decision Trees [15] and nearest neighbor meth-
ods [1], but more powerful models, such as neural networks [16] or support vector machines [4], are much
more complex and thus much harder to comprehend. While comprehensibility of models is desired for
both, experts and lay persons [18, 14], it is also one of the key challenges in data mining [9]. For general
public users, comprehension would allow to built trust in the model [18] and therefore lead to higher
usage and turnover rates. Prominent (yet simple) examples are keyword-in-context methods in informa-
tion retrieval [7] and explanations in recommender systems [13]. With enhanced model comprehension,
expert users could devise better models and "allow a user to discuss and explain the logic behind the
model with colleagues, customers, and other users" [18]. Further, lack of model comprehensibility is
one of the reasons why less powerful models are preferred in some application areas [9]. Explanation of
simple machine learning models has been addressed by several authors for different model classes, e.g.
for Naive Bayes classification [10], Decision Trees [19], simple Neural Networks [11] or based on basic
common classifier properties, such as a-posteriori distributions [5].

The problem of model comprehension became even more prominent with the current resurgence of
neural networks as deep neural networks (DNNs) in 2006. DNNs have been shown to outperform most
state-of-the approaches in almost all application areas and already exhibit near-human performance in
some domains [6]. DNNs have an even higher model complexity due to their large number of layers
and their inherently distributed representation of knowledge. To address this problem, visualization
techniques have already been applied to make the inner workings of DNNS accessible, however, only for
expert users and in the domain of computer vision [17]. Thus, in order to exploit the full potential of
machine learning applications that become more and more ubiquitous in everyday lives, these applications
should be able to explain their reasoning and actions to human users.

Proposed Approach

To conceptualize the problem, consider the following example from the domain of medical diagnosis.
When assessing tissue anomalies on x-ray images it is not important to detail the data normalisation and
transformation step, but rather indicate the location and reason for detected anomalies. It also might
be important to detail the limitations of the data acquisition procedure and potential causes for noise
and artefacts. Further, the suitability of the explanation depends on the target group, domain experts
(i.e., doctors) need different explanations than lay persons (i.e., patients). Therefore, in order to design
suitable explanations [12] the following key questions need to be considered:

1. What is there to explain? (algorithm white-box view)
It is necessary to first have a white-box view on the complete data processing pipeline, the data,
the transformations, the features and the algorithms.

2. What makes sense to explain? (application scenario)
The amount of exposure of white-box knowledge depends on the application, as shown in the
medical diagnoses example above.
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3. What can be understood? (user model)

This is directly influenced by prior knowledge, investable time, implicit questions to the process
and knowledge acquisition preferences of users.

How to explain? (explanation strategy)

Depending on the application scenario, the user model and the white-box view the concrete ex-
planation strategy can be devised. This step is theoretically grounded on the theory of human
understanding.
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Figure 1: Conceptual overview of Explainable Machine Learning indicating relevant research fields

From these key question the necessary conceptual components can be derived: i) algorithm white-box

view, ii) application scenario, iii) user models, iv) explanation strategy, v) theory of human understand-
ing. Figure 1 illustrates the interplay between these conceptual components. Machine learning models
are used within an application. A common theory of understanding and explanation guides the abstrac-
tion of the model, and the selection of the explanation strategy. User models are derived from different
user groups informing the abstraction and selection process. The explanation strategy also depends on
the application and on the available end user devises (i.e., their display and interaction capabilities) and
encompass for instance games with a purpose (GWAP) [2], Knowledge Visualizations [3] or full Visual
Analytics Applications [8].
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